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Abstract of the contribution: This contribution defined the PC5 QoS parameters and proposes a set of standardized PC5 5QIs for V2X use according to the KPIs from stage 1.
1.
 Introduction

In the stage 1 TS 22.186, a set of KPIs for different type of V2X applications had been defined, including (note that the remote driving requirements does not apply to PC5 based on the definition):

Table 5.2-1 Performance requirements for Vehicles Platooning 

	Communication scenario description
	Req #
	Payload (Bytes)
	Tx rate (Message/ Sec)
	Max end-to-end latency

(ms)
	Reliability (%)

(NOTE 5)
	Data rate (Mbps)
	Min required communication

 range (meters)

(NOTE 6)

	Scenario
	Degree
	
	
	
	
	
	
	

	Cooperative driving for vehicle platooning

Information exchange between a group of UEs supporting V2X application.
	Lowest degree of automation 
	[R.5.2-004]
	300-400

(NOTE 2)
	30
	25
	90
	
	

	
	Low  
degree of automation
	[R.5.2-005]
	6500

(NOTE 3)
	50
	20
	
	
	350

	
	Highest degree of automation
	[R.5.2-006]
	50-1200

(NOTE 4)
	30
	10


	99.99
	
	80

	
	High 
degree of automation
	[R.5.2-007]
	
	
	20
	
	65

(NOTE 3)
	180

	Reporting needed for platooning between UEs supporting V2X application and between a UE supporting V2X application and RSU.
	N/A
	[R.5.2-008]
	50-1200
	2
	500
	
	
	

	Information sharing for platooning between UE supporting V2X application and RSU.
	Lower 
degree of automation
	[R.5.2-009]
	6000

(NOTE 3)
	50
	20
	
	
	350

	
	Higher degree of automation
	[R.5.2-0010]
	
	
	20
	
	50

(NOTE 3)
	180

	NOTE 2: This value is applicable for both triggered and periodic transmission of data packets.

NOTE 3: The data that is considered in this V2X scenario includes both cooperative manoeuvres and cooperative perception data that could be exchanged using two separate messages within the same period of time (e.g., required latency 20ms).

NOTE 4: This value does not including security related messages component.

NOTE 5: Sufficient reliability should be provided even for cells having no value in this table 

NOTE 6: This is obtained considering UE speed of 130km/h. All vehicles in a platoon are driving in the same direction.


Table 5.3-1 Performance requirements for advanced driving

	Communication scenario description
	Req #
	Payload (Bytes)
	Tx rate (Message/Sec)
	Max
end-to-end latency

(ms)

	Reliability (%)
(NOTE3)
	Data rate (Mbps)
	Min required Communication range (meters) 

(NOTE 4)

	Scenario
	Degree
	
	
	
	
	
	
	

	Cooperative collision avoidance  between UEs supporting V2X applications.
	[R.5.3-001]
	2000
(NOTE 5)
	100
(NOTE 5)
	10
	99.99
	10
(NOTE 1)
	

	Information sharing for automated driving between UEs supporting V2X application.
	Lower 
degree of automation
	[R.5.3-002]
	6500

(NOTE 1)
	10
	100
	
	
	700

	
	Higher degree of automation
	[R.5.3-003]
	
	
	100
	
	53

(NOTE 1)
	360

	Information sharing for automated driving between UE supporting V2X application and RSU
	Lower 
degree of automation
	[R.5.3-004]
	6000

(NOTE 1)
	10
	100
	
	
	700

	
	Higher degree of automation
	[R.5.3-005]
	
	
	100
	
	50

(NOTE 1)
	360

	Emergency trajectory alignment between UEs supporting V2X application.
	[R.5.3-006]
	2000
(NOTE 5)
	
	3
	99.999
	30
	500

	Intersection safety information between an RSU and UEs supporting V2X application.
	[R.5.3-007]
	UL: 450
	UL: 50
	
	
	UL: 0. 25 DL: 50

(NOTE 2)
	

	Cooperative lane change between UEs supporting V2X applications.
	Lower 
degree of automation
	[R.5.3-008]
	300-400
	
	25
	90
	
	

	
	Higher degree of automation
	[R.5.3-009]
	12000
	
	10
	99.99
	
	

	Video sharing between a UE supporting V2X application and a V2X application server. 
	[R.5.3-010]
	
	
	
	
	UL: 10
	

	NOTE 1:
This includes both cooperative manoeuvers and cooperative perception data that could be exchanged using two separate messages within the same period of time (e.g., required latency 100ms). 
NOTE 2:
This value is referring to a maximum number of 200 UEs. The value of 50 Mbps DL is applicable to broadcast or is the maximum aggregated bitrate of the all UEs for unicast.
NOTE 3: 
Sufficient reliability should be provided even for cells having no values in  this table 

NOTE 4:   This is obtained considering UE speed of 130km/h. Vehicles may move in different directions. 

NOTE 5: 
These values are based on calculations for cooperative maneuvers only.


Table 5.4-1 Performance requirements for extended sensors

	Communication scenario description
	Req #
	Payload (Bytes)
	Tx rate (Message /Sec)
	Max 
end-to-end

latency

(ms)
	Reliability (%)
	Data rate (Mbps)
	Min required communication range (meters)

	Scenario
	Degree
	
	
	
	
	
	
	

	Sensor information sharing between UEs supporting V2X application
	Lower 
degree of automation
	[R.5.4-001]
	1600
	10
	100
	99
	
	1000

	
	Higher degree of automation
	[R.5.4-002]
	
	
	10
	95
	25

(NOTE 1)
	

	
	
	[R.5.4-003]
	
	
	3
	99.999
	50
	200

	
	
	[R.5.4-004]
	
	
	10
	99.99
	25
	500

	
	
	[R.5.4-005]
	
	
	50
	99
	10
	1000

	
	
	[R.5.4-006]

(NOTE 2)
	
	
	10
	99.99
	1000
	50

	Video sharing between UEs supporting V2X application
	Lower 
degree of automation
	[R.5.4-007]
	
	
	50
	90
	10
	100

	
	Higher degree of automation
	[R.5.4-008]
	
	
	10
	99.99
	700
	200

	
	
	[R.5.4-009]
	
	
	10
	99.99
	90
	400

	NOTE 1: This is peak data rate.
NOTE 2: This is for imminent collision scenario.


It is therefore proposed to define the standardized PC5 5QI accordingly to cover all the requirements listed above. 
.      
2. Proposals
- Accept the following changes to TR 23.287  
*********** Start of the first change ***********
5.4.x 
PC5 QoS parameters

5.4.x.1
PQI
A PQI is a scalar that is used as a reference to PC5 QoS characteristics defined in clause 5.4.y, i.e. parameters that control QoS forwarding treatment for the packets over PC5 interface.

Standardized PQI values have one-to-one mapping to a standardized combination of PC5 QoS characteristics as specified in Table 5.4.z-1.

5.4.x.2
Flow Bit Rates
For GBR QoS Flows only, the following additional QoS parameters exist:

-
Guaranteed Flow Bit Rate (GFBR);

-
Maximum Flow Bit Rate (MFBR).

The GFBR denotes the bit rate that is required to be supported by the PC5 interface over the Averaging Time Window. The MFBR limits the bit rate to the highest bit rate that is expected by the QoS Flow (e.g. excess traffic may get discarded or delayed by the UE). Bit rates above the GFBR value and up to the MFBR value, may be provided with relative priority determined by the Priority Level of the QoS Flows (see clause 5.4.y.3).

GFBR and MFBR are provided by the upper layer as QoS Flow level QoS parameter for each individual QoS Flow.

NOTE 1:
The GFBR is recommended as the lowest acceptable service bitrate where the service will survive.

NOTE 2:
The upper layer can set MFBR larger than GFBR for a particular QoS Flow based on policy and the knowledge of the end point capability, i.e. support of rate adaptation at application / service level.
5.4.x.3

Aggregated Bit Rates

A PC5 unicast link is associated with the following aggregate rate limit QoS parameter:

-
per target UE Aggregate Maximum Bit Rate (UE-AMBR).

The UE-AMBR limits the aggregate bit rate that can be expected to be provided across all Non-GBR QoS Flows with a peer UE.  The UE-AMBR is measured over an AMBR averaging window which is a standardized value. The UE-AMBR is not applicable to GBR QoS Flows.

NOTE:
The AMBR averaging window is only applied to UE-AMBR measurement.
5.4.x.4

Range

The Range value indicates the applicability of the PC5 QoS parameters in PC5 communication, i.e. the QoS guarantee is only provided to the UEs within the Range specified distance of the transmitting UE. Lower layer (PHY/MAC layer) shall use the Range to determine the corresponding packet handling to achieve the QoS, e.g. HARQ. 
5.4.x.5

Default Values

A UE may be configured with default values for PC5 QoS parameters for a particular service, e.g. identified by PSID/ITS-AID. The default value will be used if the corresponding PC5 QoS parameter is not provided by upper layer. 
5.4.y

PC5 QoS characteristics
5.4.y.1
General

This clause specifies the PC5 QoS characteristics associated with PQI. The characteristics describe the packet forwarding treatment for associated service data flows between the UEs over PC5 interface in terms of the following performance characteristics:

1
Resource Type (GBR, Delay critical GBR or Non-GBR);

2
Priority Level;

3
Packet Delay Budget;

4
Packet Error Rate;

5
Averaging window (for GBR and Delay-critical GBR resource type only);
6
Maximum Data Burst Volume (for Delay-critical GBR resource type only).

The PC5 QoS characteristics should be understood as guidelines for setting node specific parameters for each V2X service data flow.

Standardized or pre-configured PC5 QoS characteristics, are indicated through the PQI value.

Upper layer may indicate specific PC5 QoS characteristics together with PQI to override the standardized or pre-configured value.

5.4.y.2
Resource Type

The Resource Type determines if dedicated PC5 resources related to a QoS Flow-level Guaranteed Flow Bit Rate (GFBR) value are permanently allocated.
GBR QoS Flows over PC5 are therefore typically authorized "on demand" which requires dedicated signalling between UEs over PC5 interface. A GBR QoS Flow over PC5 uses either the GBR resource type or the Delay-critical GBR resource type. The definition of PDB and PER are different for GBR and Delay-critical GBR resource types, and the MDBV parameter applies only to the Delay-critical GBR resource type.

A Non-GBR QoS Flow may be pre-authorized through static policy. A Non-GBR QoS Flow uses only the Non-GBR resource type.

5.4.y.3
Priority Level

The Priority Level has the same value range as that of the ProSe Per-Packet Priority (PPPP) defined in TS 23.285 [8]. 
NOTE: Using the same format for Priority Level and PPPP provides better backward compatibility. 
The Priority Level shall be used to different treatment of V2X service data across different transmission mode, i.e. broadcast, groupcast, and unicast. In case when all QoS requirements cannot be fulfilled for all the PC5 service data, the Priority Level shall be used to select for which PC5 service data the QoS requirements are prioritized such that a PC5 service data with Priority Level value N is priorized over PC5 service data with higher Priority Level values (i.e. N+1, N+2, etc). 
5.4.y.4
Packet Delay Budget

The Packet Delay Budget (PDB) defines an upper bound for the time that a packet may be delayed between the UEs over the PC5 interface. For a certain PQI the value of the PDB is the same in both directions. The PDB is used by access stratum layer to determine the packet transmission handling (e.g. resources allocation). 
For GBR QoS Flows using the Delay-critical resource type, a packet delayed more than PDB is counted as lost if the data burst is not exceeding the MDBV within the period of PDB and the QoS Flow is not exceeding the GFBR. For GBR QoS Flows with GBR resource type, the PDB shall be interpreted as a maximum delay with a confidence level of 98 percent if the QoS flow is not exceeding the GFBR.

NOTE 1:
Different from the PDB or a normal 5QI, the PDB for PQI does not contain any core network delay component.

Services using a GBR QoS Flow and sending at a rate smaller than or equal to the GFBR can in general assume that congestion related packet drops will not occur.

For services using Non-GBR PQIs, 98 percent of the packets should not experience a delay exceeding the PQI's PDB.

The PDB for Non-GBR and GBR resource types denotes a "soft upper bound" in the sense that an "expired" packet, e.g. a link layer SDU that has exceeded the PDB, does not need to be discarded and is not added to the PER. However, for a Delay critical GBR resource type, packets delayed more than the PDB are added to the PER and can be discarded or delivered depending on local decision.

5.4.y.5
Packet Error Rate

The Packet Error Rate (PER) defines an upper bound for the rate of V2X service data units that have been processed by the sender of a link layer protocol (e.g. RLC in RAN of a 3GPP access) but that are not successfully delivered by the corresponding receiver to the upper layer (e.g. PDCP in RAN of a 3GPP access). Thus, the PER defines an upper bound for a rate of non-congestion related packet losses. The purpose of the PER is to allow for appropriate link layer protocol configurations (e.g. RLC and HARQ in RAN of a 3GPP access). For every PQI the value of the PER is the same in both directions. For GBR QoS Flows with Delay critical GBR resource type, a packet which is delayed more than PDB is counted as lost, and included in the PER unless the data burst is exceeding the MDBV within the period of PDB or the QoS Flow is exceeding the GFBR.

5.4.y.6
Averaging Window

Each GBR QoS Flow shall be associated with an Averaging window. The Averaging window represents the duration over which the GFBR and MFBR shall be calculated.
5.4.y.7
Maximum Data Burst Volume

Each GBR PQI with Delay-critical resource type shall be associated with a Maximum Data Burst Volume (MDBV).  The MDBV may also be indicated by upper layer, it shall be used instead of the default value.

MDBV denotes the largest amount of data that the PC5 interface is required to serve within a period of PDB of the PQI.
For GBR or non-GBR PQI may also have a MDBV associated, and it may be used by lower layer for transmission management, e.g. determine the max MCS value support.  
5.4.z
Standardized PQI to QoS characteristics mapping

The one-to-one mapping of standardized PQI values to PC5 QoS characteristics is specified in table 5.4.1.z-1.

Table 5.4.z-1: Standardized PQI to QoS characteristics mapping

	PQI

Value
	Resource Type
	Default Priority Level
	Packet Delay Budget
	Packet Error

Rate 
	Default Maximum Data Burst Volume


	Default

Averaging Window
	Example Services

	1

	
GBR
	3
	20 ms

	10-4
	N/A
	2000 ms
	Platooning between UEs – Higher degree of automation; 

Platooning between UE and RSU – Higher degree of automation;



	2

	(NOTE 1)
	4
	50 ms
	10-2
	N/A
	2000 ms
	Sensor sharing – higher degree of automation 

	 3
	
	3
	100 ms
	10-4
	N/A
	2000 ms
	Information sharing for automated driving – between UEs or UE and RSU - higher degree of automation;



	55
	Non-GBR
	3
	10 ms 
	10-4
	12000 bytes
(NOTE 2)
	 N/A
	Cooperative lane change – higher degree of automation;

	56
	
	6
	20 ms
	10-1
	6500 bytes
(NOTE 2)
	N/A
	Platooning informative exchange – low degree of automation;

Platooning – information sharing with RSU; 

	57
	
	5
	25 ms 
	10-1
	400 bytes
(NOTE 2)
	 N/A
	Cooperative lane change – lower degree of automation; 

	58
	
	4
	100 ms
	10-2
	1600 bytes
(NOTE 2)
	N/A
	Sensor information sharing – lower degree of automation

	59
	
	6
	500 ms
	10-1
	1200 bytes
(NOTE 2)
	N/A
	Platooning – reporting to an RSU;



	82
	Delay Critical GBR
	3 
	10 ms

	10-4
	2000 bytes
	2000 ms
	Cooperative collision avoidance;

Sensor sharing – Higher degree of automation;

Video sharing – higher degree of automation;



	83
	(NOTE 1)
	2
	3 ms
	10-5
	2000 byte
	2000 ms
	Emergency trajectory alignment;

Sensor sharing – Higher degree of automation



	NOTE 1: GBR and Delay Critical GBR PQIs can only be used for unicast PC5 communications. 
NOTE 2: The MBDV value for Non-GBR PQIs is an informative indication of typical packet size. 


NOTE 1:
For Standardized PQI to QoS characteristics mapping, the table will be extended/updated to support service requirements for other identified V2X services.
NOTE 2: The PQIs may be used for other services than V2X. 
NOTE 3: A PQI may be used together with an application indicated priority, which overrides the Default Priority Level of the PQI.
*********** End of the changes ***********
3GPP


